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What does machine-generated text do to us? Consequences of a careless use of AI tools 
 

Abstract 
AI tools are spreading worldwide and are used in many aspects of our lives. History has shown us that technological 
progress comes with opportunities and dangers. It therefore seems timely to consider the long-term consequences 
of this latest technological revolution. In this paper, I will discuss in light of empirical findings four potential 
negative consequences of careless use of generative AI tools that concern issues like the pollution of our textual 
corpora, homogenization of language and thinking, deskilling with respect to cognitive abilities, and a weakened 
human influence on many decision-making processes. Furthermore, I shall offer some considerations on how we 
may prevent the described consequences of this new technology from dominating the development of our societies 
and how new social practices could help us achieve this. By doing this, I do not advocate that interactions with the 
new AI tools should be avoided; instead, I aim to contribute to discussions on how we can live a good life with 
smart machines. 
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The rise of generative AI (GenAI) technology has evoked intense public debates and scientific 
discourses, revealing at least two irreconcilable camps: one warning about the consequences of this new 
technology, and the other embracing technological progress without reservations. My initial enthusiasm 
concerning the breathtaking possibilities that come with GenAI led me to fine-tune one of the old models 
(GPT-3) with the corpus of a famous person (reference & name of the person deleted for anonymous 
review). Years later, my skepticism has grown, and I somehow find myself moving towards the camp 
of the warning people. Still, I think from a scientific perspective, the further development of GenAI is 
fascinating, but the widespread careless use of those tools is something that worries me. Perhaps 
humanity will find a way to develop new cultural techniques and thereby avoid the dangers I anticipate. 
I am open to being proven wrong by future developments.  

In this paper, I shall examine our social practices that guide our ascriptions of trustworthiness and, 
in particular, how these practices nowadays seem to suggest trusting machine-generated text without 
verifying its contents, despite our knowledge that all GenAI outputs based on a transformer architecture 
inherit limitations in reliability. Using GenAI tools without verifying their outputs is what I refer to as 
careless use of AI (Strasser 2025). Careless, because it would be appropriate to verify the outputs of AI 
tools before accepting their results. Here, I would like to point out that even OpenAI researchers recently 
published a paper that provided a comprehensive mathematical framework explaining why AI systems 
must generate plausible but false information even when trained on perfect data and come to the 
conclusion that “[…] ‘hallucinations’ persist even in state-of-the-art systems and undermine trust” 
(Kalai et al. 2025).  

At the moment, I have the impression that the capacity of smart machines to process much more data 
than any individual human could ever do seems to persuade us to believe that all the patterns such 
machines discover are relevant to us. In other words, because GenAI tools can do a lot of things we 
cannot do, we seem to be prone to neglect their limitations with respect to reliability. Moreover, since 
we experience that many outputs are truly impressive, this seems to be another factor that makes us 
more inclined to think of ‘trustworthy’ AI. Because using an AI tool can improve your performance in 
many tasks without requiring you to undergo an effortful and time-consuming training. 

I admit that it is too early to speak of a fully developed cultural technique with respect to the use of 
GenAI technology. Nevertheless, I shall present some considerations that point to factors contributing 
to an increase in careless use of GenAI, thereby shaping the way we use GenAI. To this end, I will report 
on several findings from recent studies that provide initial indications of the possible consequences of 
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an over-reliance on GenAI tools and argue for the claim that a careless use of GenAI tools can come 
with far-reaching consequences that we should view critically. This concerns issues like the pollution 
of textual corpora, homogenization of language and thinking, deskilling with respect to cognitive 
abilities, and a weakened human influence on many decision-making processes.  

After presenting some considerations about factors that in my view speak for the likeliness of an 
increasing careless use of GenAI tools (1. What motivates a careless use of GenAI), I will provide an 
overview of first empirical studies dealing with the consequences of AI use to argue, in light of empirical 
findings, for the following four theses: I start with the claim that an ongoing careless use of GenAI tools 
will contribute to a pollution of our textual corpora, in which we collect our knowledge and with which 
we decide questions of social and moral relevance and that this has the potential to destroy established 
trust relations and may contribute to an epistemological crisis (2. A new kind of pollution). Then, I will 
investigate the extent to which an incorporation of GenAI tools can lead to further decreasing in 
individuality and diversity and argue that through homogenization, we might become more similar, not 
only in how we express ourselves in written text but also in what we think (3. Homogenization through 
the use of AI tools for writing). Exploring the potential effects that come with cognitive offloading, I 
argue for the claim that some of our cognitive skills that contribute to our capacities concerning critical 
thinking, autonomy, moral agency, and other abilities might become objects of deskilling. This suggests 
that we may become more dependent on AI tools, which is a critical consequence given that GenAI tools 
have significant limitations in terms of reliability. (4. Deskilling). Last but not least, I will demonstrate 
that the human influence on many decision-making processes could be weakened due to our tendency 
to follow recommendations of AI tools without revisiting the reasons that speak for certain decisions (5. 
Weakened human influence). In the last part, I will examine how we may prevent the described 
consequences of this new technology from dominating the development of our societies and how new 
social practices could help us achieve this. By doing this, I do not aim to advocate in any sense that 
interactions with new technology like smart GenAI machines would be something we should not do. 
My aim is rather to contribute to discussions on how we can live a good life with smart machines.  

1. What motivates a careless use of Gen AI  

One of the widespread AI-narratives is that one will lose the competition in economic and intellectual 
domains without GenAI. This comes together with the promise that the use of GenAI will make us more 
efficient and faster (e.g., projects, such as setting up an advertisement campaign, can now be finalized 
much faster with the use of GenAI). Furthermore, people are fascinated by the fact that GenAI puts them 
in the position to create output for which they lack the necessary expertise (e.g., coding, translating, 
writing long text, etc.). Everybody can make the experience that the output of an AI tool can be better 
than anything one would have been able to do without the tool. This seems to come along with the 
promise that we may become less dependent on others’ expertise. That means instead of asking or hiring 
a human with the necessary expertise, we are tempted by the option to use one of the many GenAI tools. 
In addition, we are confronted with the fact that certain progress in science can only be achieved if 
GenAI tools are involved because only GenAI tools have the capacity to process the huge number of 
possibilities. One example of this is the success of AlphaFold (Jumper et al. 2021). However, one should 
be aware that the use of AlphaFold was accompanied by the ability of the experts to verify the proposed 
outputs of this algorithm. Nevertheless, the seemingly breathtaking speed of this technological 
development, with all the success stories, seems to culminate in the feeling that problems with reliability 
will be fixed sooner or later. 

It is not surprising that in view of a world that entails so much complexity, produces so much data 
and sources of knowledge, we are welcoming a tool that seems to make our lives easier. Our attempts 
to make sense of the world, to come to decisions that are based on relevant information, to gain new 
knowledge, and to agree on social and moral norms that can guide our behavior seem to become more 
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and more difficult. Taking decision-making as an example, we are overwhelmed by the amount of 
information that might be relevant. We have no chance to process all of them, we cannot filter them to 
find the relevant ones, and this means we have to decide under uncertainty or more or less blindly trust 
in the expertise of others, whereas we may find ourselves in the position of having difficulties in 
evaluating their expertise. Since we increasingly find ourselves in situations where we cannot come to 
a decision that considers all relevant information, we are tempted by the promises of GenAI tools to 
outsource some of the effortful tasks that are no longer manageable by us to GenAI tools.  

Under the assumption that we believe those tools are helpful, we feel the pressure to use them in 
order not to suffer from disadvantages in competition with all the other users. For example, using GenAI 
tools can make it easier and faster for students to achieve good results (Fauzi et al. 2023). Furthermore, 
we might in general prefer a less effortful way of handling effortful cognitive tasks and use our skills 
for other things. Cognitive offloading may indeed put us in a position in which we can solve more 
difficult tasks, as reducing the cognitive load leaves space to engage in other cognitive challenges. 
Especially in the economic domain, it seems as if using GenAI tools that can overtake formerly human 
work can lead to immense advantages, as this promises to be not only faster but also significantly 
cheaper. And one might even suppose that it could also be more skillful, since machines can do things 
that only humans with expertise can do. 

Due to the ongoing distribution of labor, which is leading to a wide range of specializations, we must 
acknowledge that we lack expertise in many domains. At the same time, we find it challenging to 
evaluate the expertise of others. Of course, we have developed strategies to recognize expertise; for 
example, we tend to trust in scientific procedures, in the effects of the education of specialists, and so 
on. However, in view of the diversity of recommendations that so-called experts deliver, we may become 
uncertain about those strategies. In this situation, we seem prone to rely on a technology that apparently 
offers easy access to expertise in many domains. With respect to many problems that concern our way 
of living, we increasingly feel dependent on the expertise of others, and we might prefer to gain expertise 
ourselves with the help of AI tools instead of trusting in others. No matter whether we want to make a 
decision concerning our well-being, health, finances, or politics, we are often confronted with a huge 
diversity of experts that we might consider. In the absence of a guiding role from a religion or another 
authority that provides direction on what and who to believe, we may feel overwhelmed. This is where 
we are prone to see GenAI as a means to manage the vast amount of information that needs evaluation 
and critical testing before making a decision. 

These general observations are intended to explain why I suspect that we will have to deal with a lot 
of careless use of GenAI tools in the future. In the following sections, I will elaborate on four 
consequences, namely, the pollution of textual corpora, homogenization of language and thinking, 
deskilling with respect to cognitive abilities, and a weakened human influence on many decision-making 
processes, that I anticipate here.  

2. A new kind of pollution 

To argue that a widespread careless use of GenAI tools will contribute to polluting our textual corpora, 
from which we collect knowledge and with which we decide questions of social and moral relevance, 
and how this can destroy established trust relations, I start with a simple example. It is well-known that 
LLMs tend to hallucinate. The term ‘hallucination’ is used to refer to mistakes in machine-generated 
texts that are semantically or syntactically plausible but are, in fact, incorrect or nonsensical.1 Contrary 
to the optimistic statements made by companies offering LLM-based chatbots, it is scientifically 
questionable whether future LLMs will be able to refrain from hallucinations; I state that making 
untenable hypotheses is a feature of the architecture used and not a bug (Banerjee et al. 2025; Kalai et 

 
1 I consider the choice of this term, which was popularized by Google AI researchers (Agarwal et al. 2018), to be 
unfortunate and would suggest to rather describe this kind of erroneous output as untenable hypotheses instead. 
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al. 2025). Of course, it cannot be ruled out that future hybrid systems, based on different architectures, 
will be able to filter out hallucinations.  

Evaluating the performances of current smart machines, we see that LLMs produce hallucinations. 
For example, it is well-known that LLMs frequently hallucinate references (Chelli et al. 2024; Mugaanyi 
et al. 2024). Since many scholars nowadays use GenAI tools like DeepResearch (Open-AI 2025) when 
writing papers, and at the same time, they do not verify all the suggestions they get from their tools, it 
is a matter of fact that hallucinated references are already entailed in some bibliographies of published 
papers. Even misleading persistent identifiers or links to records in bibliographic databases or library 
catalogs can be easily fabricated by LLMs. In an ideal world, authors would check all their references, 
and journals would take action against such violations of our scientific practice – namely, citing non-
existent papers.2 Furthermore, we now have an increasing number of preprints that are not checked by 
third parties. All this leads to the situation in which we find bibliographies that entail never-written 
papers and books (DeGeurin 2024; Tramèr 2025). In parallel, there are freely accessible web search 
engines like Google Scholar that index the full text or metadata of scholarly literature across an array of 
publishing formats and disciplines. Such web search engines do not check for the existence of the 
referenced papers, and therefore, they become polluted by hallucinated references, which other 
researchers then use in good faith. Sure, there were false references before LLMs came along; however, 
we should be aware that LLMs make it more likely that plausible-sounding references will find their 
way into our search engines. So, even if we don't use GenAI tools ourselves, we should approach 
established search engines with a new sense of skepticism in the future. It remains to be seen what 
measures the academic community will establish to prevent hallucinated references from finding their 
way into peer-reviewed articles.  

In a similar way, other faulty outputs of LLMs can pollute formerly trustworthy collections of text 
and will also be used for the training of future LLMs. This assumption is, for example, supported by a 
recent study that indicates the increasing distribution of GenAI-generated text in scholarly papers (Liang 
et al. 2025), as well as by a database that collects suspected undeclared AI usage in the academic 
literature (Glynn n.d.; Jacobs 2025). Another case concerns, for example, legal judgments based on non-
existent previous judgments (Charlotin n.d.; Maruf 2023). Such observations can be made in many 
domains and demonstrate that over-reliance on LLMs can have disruptive consequences (Hopster 
2021).3 

The consequences this will have for the suitability of published texts, especially those distributed on 
the Internet, in terms of their use for knowledge acquisition, cannot yet be fully assessed. In view of the 
presumable huge quantity by which texts will be polluted by machine-generated text, I think that this 
has the potential to contribute to an epistemological crisis because it can question formerly trustworthy 
sources. Moreover, the increasing indistinguishability between human-created and machine-generated 
text already presents a severe obstacle when we try to take action. I will now turn to the question of 
whether increasing GenAI use can contribute to the homogenization of written text. 

3. Homogenization through the use of AI tools for writing 

Homogenization is, of course, something we can observe since the invention of the printing press, the 
publications of dictionaries, and the education of language grammar in schools, by which spoken and 
written language has become more standardized (Sasaki 2017). A recent major contributor to language 
standardization has been the mass media. 

 
2 One case that became public knowledge is an article published in PlosOne, which was retracted 45 days after 
publication because 18 of the article's 76 references could not be identified (PLOS ONE Editors 2024). 
3 Another example of the unreliability of LLM-generated text is a report in The Guardian about Amazon selling 
mushroom-picking guides in which poisonous mushrooms were described as edible (Milmo 2023). 
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In this section, I shall report from several studies that investigate whether the incorporation of GenAI 
tools may be an additional factor that can lead to a decrease in individuality and diversity. To this end, 
I will focus on studies that investigate the collective level. That means that the question here is not 
whether AI tools can help an individual to come up with more ideas, but whether texts that are created 
with the help of AI tools do have similarities with each other. In other words, LLM-driven 
homogenization of creative outputs can be described as an effect of algorithmic monoculture 
(Bommasani et al. 2022; Kleinberg and Raghavan 2021), as multiple actors rely on the same kinds of 
tools to generate text. Since LLMs are trained to reproduce statistically likely results, they may support 
homogenization. This can concern the conversational tone, the language use across genres, as well as 
the shaping of individual language production (Levent and Shroff 2023). Those considerations can be 
related to the ideas Marshall McLuhan developed in his work with respect to the influence of media 
(McLuhan 1964). Especially, a careless use of AI tools may foster the influence that machine-generated 
text will have on us. Another factor that might contribute to this is that people may develop a general 
trust in such machines due to diverse trustworthiness cues, which make it more likely that suggestions 
by LLMs are taken up without close examination. Before the rise of LLMs, there was a study that 
indicated that even single-word suggestions given by smartphone keyboards encourage predictable 
writing (Arnold et al. 2020).  

Nowadays, we can find more and more studies investigating homogenization effects due to the use 
of LLMs. A recent study by researchers of Cornell University with 118 participants from India and the 
US that explored cultural bias in AI models could show that AI suggestions homogenize writing toward 
Western styles and thereby diminish cultural nuances (Agarwal et al. 2025). The participants completed 
short writing tasks designed to elicit cultural values and artifacts. One group was allowed to use AI tools, 
while the control group completed the same tasks without AI. Using a similarity metric to check for a 
hypothesized increased similarity of texts created with the help of AI, this study could show that AI 
made writing more homogeneous, with respect to common phrasing, style, structure, and content. Since 
the AI tools influenced Indian and American participants to write more similarly, it also contributed to 
a decrease in cultural differences in writing. 

Similar findings, although with fewer participants (only 54 participants distributed in three groups: 
brain-only group, search-engine group, and LLM group), can be reported from the widely discussed 
MIT study titled ‘Your brain on ChatGPT’ (Kosmyna et al. 2025); they  

found that the brain-only group exhibited strong variability in how participants approached 
essay writing across most topics. In contrast, the LLM group produced statistically 
homogeneous essays within each topic, showing significantly less deviation compared to 
the other groups. (Kosmyna et al. 2025, p.130) 

Comparing the influence of two distinct creativity support tools (CSTs), one LLM-based and the 
other a version of an Oblique Strategies deck,4 Anderson and colleagues came up with similar results 
with respect to the collective level (Anderson et al. 2024). Investigating 33 participants, this study found 
that LLM-based CSTs have a stronger homogenization effect on human-in-the-loop divergent ideation 
processes at the group level. In addition, this study also evaluated the individual level and found that 
ChatGPT users exhibited greater fluency, flexibility, and elaboration than users of the alternative CST, 
even though ChatGPT didn’t help the users to develop truly original ideas. 

In another study with 38 participants, the effects of two models, the baseline GPT-3 and the further 
developed InstructGPT model, were compared using a short-form argumentative essay writing task 
(Padmakumar and He 2024). This study found an increased homogenization effect from LLM assistance 
at the lexical and content levels for the further developed instruction-tuned LLM. This may suggest that 
further developed models could increase a homogenization effect.  

 
4 This is a card-based method for promoting creativity originally created by the artists Brian Eno and Peter Schmidt 
in 1975 (“Oblique Strategies” 2025). 
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In a recent study with 293 participants evaluating GPT-4, a homogenization effect with respect to 
collective diversity of novel content was found in the context of short-form fictional narrative writing. 
However, it is worth noting that this study also demonstrated that the use of GenAI increased individual 
creativity (Doshi and Hauser 2024). 

Further research on opinionated LLM-based tools could show that there are influences on the user’s 
opinions in argumentative writing (Jakesch et al. 2023). Such influences are evident even in cases where 
the user disliked the tool's suggestions (Bhat et al. 2023). It seems as if the LLM-generated text has the 
potential to shape the ideas of LLM’s users even when they do not incorporate LLM-generated text 
directly into their writing (Roemmele 2021). 

A somewhat more positive perspective on the influence of LLMs is suggested by a study by Farhana 
Shahid and colleagues (2025). They investigated the effects of using LLMs to refine comments on 
threads related to Islamophobia and homophobia, and found that the resulting comments were more 
constructive, more positive, less toxic, and retained the original intent of the authors. Nevertheless, they 
also observed that LLMs often distorted people’s original views; this was especially obvious when their 
views were on a spectrum instead of being outright polarizing. 

Investigating the assumed high-quality writing capabilities of LLMs, Chakrabarty and colleagues 
compared stories generated by three top-performing LLMs (GPT3.5, GPT4, and Claude V1.3) with 
stories written by expert human writers. The results of this study indicate that the human-written stories 
substantially outperform the LLM-generated stories on all dimensions of creativity measured by the 
Torrance Test of Creative Thinking (Torrance 1966),5 including the originality dimension (Chakrabarty 
et al. 2024).  

In an article titled ‘A.I. Is Homogenizing Our Thoughts‘ and published in the New Yorker, Kyle 
Chayka presents a nice overview of some of the above-mentioned studies based on several interviews 
with the involved researchers (Chayka 2025). For example, he cites Nataliya Kosmyna, the first author 
of the above mentioned MIT-study who said that, ‘the output was very, very similar for all of these 
different people, coming in on different days, talking about high-level personal, societal topics, and it 
was skewed in some specific directions, […] no divergent opinions being generated, average everything 
everywhere all at once—that’s kind of what we’re looking at here’. Chayka points out that AI is a 
technology of averages because LLMs are trained to spot patterns across vast tracts of data. This is, from 
his point of view, a reason why the answers tended toward consensus, with respect to the quality of the 
writing and the underlying ideas. Furthermore, he reported that one of the researchers of the above-
mentioned study from Cornell University (Agarwal et al. 2025), Aditya Vashistha, compared the AI to 
‘a teacher who is sitting behind you every time you are writing, saying, ‘This is the better version.’’ 
Vashistha’s co-author, Mor Naaman, told Chayke that AI suggestions ‘work covertly, sometimes very 
powerfully, to change not only what you write but what you think’; therefore, a widespread use of GenAI 
tools may result, over time, in a shift in what people think. 

In this context, it is worth mentioning that even though neither humans nor detection software can 
reliably distinguish between AI-generated text and human-created text with certainty (Brown et al. 2020; 
Clark et al. 2021; Dugan et al. 2020; Gao et al. 2023; Porter and Machery 2024; Schwitzgebel et al. 
2023; Weber-Wulff et al. 2023), there are promising studies indicating the use of GenAI tools by 
checking differences in word frequencies. For example, typical ChatGPT words like ‘delve’ (Hern 2024; 
Shapira 2024), ‘realm’, ‘intricate’, ‘showcasing’, and ‘pivotal’ are increasingly used in scientific 
publications (Liang et al. 2025). Since the widespread use of GenAI tools will, of course, also influence 
word frequencies in human-written text, it remains to be seen how this research will develop. 

 
5 Since evaluating quality is a complicated endeavor, the authors of this study did empirically validate TTCW as 
an evaluation protocol for creativity with respect to fictional short stories by building first a benchmark consisting 
of 48 short stories: 12 stories written by professionals, and 36 by three top performing LLMs (ChatGPT, GPT4, 
and Claude 1.3) with 1400 words on average per story before recruiting a set of 10 experts. 
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Another factor that is likely to foster further homogenization effects is the fact that future models 
will presumably suffer from self-reinforcing loops. That means they will be trained on a large amount 
of machine-generated text, given its widespread use (Marr 2024). 

In sum, one can interpret recent results in studying homogenization in the context of GenAI tools as 
an indicator that we are now confronted with a new language homogenization driver that may have a 
similar impact on language evolution as the invention and adoption of print and mass media have had 
in earlier times. 

4. Deskilling 

Especially in educational domains, there is a growing concern that students using GenAI in a careless 
way – what may lead to an over-reliance on Gen AI tools – will eventually miss the opportunity to 
develop and maintain important cognitive skills like critical thinking, understanding complex and long 
texts, and making their minds and thoughts understandable through writing. This is despite the 
undeniable advantages GenAI tools can add in streamlining research processes, enhancing academic 
efficiency, and playing a positive role in tutoring. Unfortunately, we do not yet have many studies 
published that investigate whether deskilling effects are already in place.  

There is no question that various kinds of cognitive skills are necessary for academic success, 
professional competence, and informed citizenship. Cognitive processes enable us to succeed in 
problem-solving, decision-making, and reflective thinking, and they are crucial for navigating in our 
complex and dynamic environments. With the rise of GenAI, we now have tools at our disposal with 
which we can outsource various cognitive tasks, we can use them to get summaries of certain text 
corpora, to get an overview of relevant literature, to formulate an argument, an abstract, or a conclusion.  

Even though the use of AI assistants can reduce our mental effort by automating certain cognitive 
tasks and thus freeing up mental resources for other things, I believe it is not unreasonable to fear that 
excessive dependence on these tools and the outsourcing of many cognitive tasks to external aids could 
lead to a decline in reflective thinking and hinder the development of important cognitive abilities and 
expertise. In the following, I will report from the first paradigmatical results from different kinds of 
studies, including experimental investigations, questionnaire-based explorations, and a literature review 
that investigated this question. 

Even though there are still far too few experimental studies to date and many have only examined a 
small number of participants (e.g., the MIT study ‘Your brain on ChatGPT’ (Kosmyna et al. 2025) 
examined only 54 people), they may nevertheless be considered an initial weak indication of the extent 
to which the use of AI tools can bring about a change concerning our cognitive skills. The MIT study 
aimed to investigate the cognitive cost of using an LLM in the educational context of writing an essay 
by using electroencephalography (EEG) to record participants' brain activity, together with Natural 
Language Processing analysis, and interviews with the participants. To this end, they compared three 
groups, two that used a designated tool – the LLM group and the search engine group – and one that 
used no tool – the brain-only group – while writing an essay. The EEG analysis indicated that LLM, 
search engine, and brain-only groups had significantly different neural connectivity patterns, reflecting 
divergent cognitive strategies, and that the brain connectivity systematically scaled down (brain‑only 
group > search engine group > LLM group). In a second step, with only 18 remaining participants, for 
which it is clear that a larger participant sample is needed to confirm the indicated result, they changed 
the assignment of the tools. That means that the participants who started with using an LLM now were 
assigned to use no tool. Evaluating the collected EEG measures, the study revealed that LLM-to-brain 
participants exhibited weaker neural connectivity and under-engagement of alpha and beta networks. 
Interestingly, they also demonstrated a decline in their ability to quote from the essays. Therefore, the 
authors of this study come to the conclusion that their findings support an educational model that delays 
AI integration until learners have engaged in sufficient self-driven cognitive effort. In addition, they 
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emphasize the urgent need for longitudinal studies in order to understand the long-term impact of the 
LLMs on the human brain. Future research will show whether the conclusions the authors of this study 
draw from their preliminary results can be supported. 

A study that examined a larger number of participants was conducted by Michael Gerlich with 666 
participants to confirm two hypotheses, namely whether a higher AI tool usage is associated with 
reduced critical thinking skills and whether cognitive offloading mediates the relationship between AI 
tool usage and critical thinking skills. According to Gerlich, “students with strong critical thinking skills 
tend to perform better academically, as they can understand complex concepts, analyse texts, and 
construct well-reasoned arguments” (Gerlich 2025, p.3). In this study, the author developed a structured 
questionnaire based on validated scales and existing methods to measure AI tool usage, cognitive 
offloading, and critical thinking skills to investigate the impact of AI tool usage on cognitive skills. The 
focus of this study was on critical thinking, as the authors aimed to investigate whether cognitive 
offloading is a potential mediating factor for a decrease in critical thinking skills. The findings of this 
study indicate that higher usage of AI tools is associated with reduced critical thinking skills, and 
cognitive offloading plays a significant role in this relationship.  

A systematic literature review examined 14 papers6 that covered the implications of students’ over-
reliance on GenAI tools (Zhai et al. 2024). The result of this study underscored a significant impact of 
overdependence on essential cognitive abilities, including decision-making, critical thinking, and 
analytical reasoning. The authors come to the conclusion that we can observe a trend towards a potential 
erosion of critical cognitive skills due to challenges such as misinformation, algorithmic biases, 
plagiarism, privacy breaches, and transparency issues that are features of the use of GenAI tools.  

Even though self-reports are a questionable method to evaluate the consequences of AI use, it is 
interesting to see that a study that used an online questionnaire to examine self-reports of 300 college 
students in South Korea delivered the result that the top five negative effects of AI dependency 
mentioned were increased laziness, the spread of misinformation, decreased creativity, and reduced 
critical and independent thinking (Zhang et al. 2024). 

Approaching the subject from a theoretical perspective, I think it is obvious that one has to distinguish 
between the performance and the skill acquisition (learning). Even if using an AI tool in certain domains 
may have the potential to improve performance, it can at the same time hinder the learning of the skills 
needed to succeed with similar tasks without AI assistance, and it may also have detrimental effects on 
existing cognitive skills. One could object that the degradation of certain human skills may not be critical 
if the reliance on AI can lead to optimal performance. However, one should be aware that especially 
GenAI tools have limitations with respect to reliability; their outputs are in need of verification by 
experts. That's why using AI tools and accepting deskilling as a trade-off can be especially problematic 
because the users will then also lack the ability to evaluate the performance of the AI systems and 
thereby will be vulnerable to system errors.  

Focusing on AI assistants used in radiology (Hosny et al. 2018), Brooke Macnamara and colleagues 
(2024) assume that future radiologist trainees trained with AI assistance may not develop the same visual 
detection skills as former trainees that have been trained without AI assistance because such AI-learning 
aids are rather designed to prepare trainees for work with AI assistants and therefore are not focusing 
on developing learners’ cognitive skills independent of AI. They argue that this kind of dependence on 
AI tools is especially problematic in the domain of medicine as one needs human expertise to handle, 
for example, new viruses, unique injuries from accidents, or individual context and significant variations 
in a patient’s physiology and conclude that 

 
6 This were the 14 papers that were included in this literature review: (Abd-alrazaq et al. 2023; Dergaa et al. 2023; 
Duhaylungsod and Chavez 2023; Gao et al. 2023; Grassini 2023; Kim et al. 2023; Koos and Wachsmann 2023; 
Lee et al. 2023; Malik et al. 2023; Marzuki et al. 2023; Pokkakillath and Suleri 2023; Santiago et al. 2023; Semrl 
et al. 2023; Watts et al. 2023). 
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if AI assistants can be developed such that they are near perfect in all (or nearly all) 
circumstances in the future, then developing and maintaining human skills for that task may 
be unnecessary. But, in fields where problems rapidly evolve or novel events are likely to 
occur, such as in medicine, or if the AI tool is biased, offline, or making errors, then 
developing and maintaining human skills will continue to be advantageous. (Macnamara 
et al. 2024). 

Furthermore, I think that we should keep in mind that human expertise will also be needed to create 
future AI systems. 

5. Weakened human influence  

Instead of approaching the larger question of whether the human influence on what is framing our 
attempts to make sense of our world and to agree on social and moral norms could be weakened, I will 
limit myself to considerations that focus on decision-making. To this end, I start with the observation 
that a lot of decision-making is already outsourced to various kinds of AIs. To avoid misunderstandings, 
I want to emphasize that I don’t think that the increase in outsourcing of decision-making is already 
caused by potential effects of deskilling; instead, I assume that it may be more due to human laziness, 
the social pressure to make so many decisions, and the general trend that recommends the use of AI. 
And this was already the case before the advent of GenAI.  

The topic of an increasing human dependency on AI or other technologies in almost every walk of 
life has been a subject of many debates. While I do not aim to ignore that technological progress did 
contribute to improving living standards and made life easier, I focus here on critical impacts on humans 
that may turn out to be problematic in the long run. It is outside of the scope of this paper to investigate 
the whole range of technological progress that has led to automation in many domains. Instead, I will 
focus on tools that offer us to outsource cognitive effort and pose the question of whether the increasing 
use of such tools may contribute to weakening the human influence in making choices.  

Like John Danaher (2018), who presented a more positive view on the consequences of the usage of 
AI tools, I suggest that one can view AI assistance as a form of algorithmic cognitive outsourcing, which 
makes AI assistance a special kind of automation. While in earlier times automation mainly concerned 
physical, non-cognitive elements of human tasks, nowadays automation entails more and more cognitive 
elements. The interesting question now is whether cognitive outsourcing is reducing our autonomy.  

I will argue that if we replace many of our own choices with AI choices, our autonomous role might 
be minimized because we will have no access to the rationales and reasons that speak in favor of this 
recommendation if we just follow AI recommendations. Furthermore, we could be worried that we could 
gradually be nudged into the conviction that those recommendations present our preferences without we 
are being in the loop of making them. Of course, all of our choices are influenced by our cultural 
environment, but if we withdraw ourselves from participating in the evaluation and forming of 
preferences, we may become more vulnerable with respect to external manipulation. Still, one could 
object that the influence of religion or other cultural institutions has always influenced our choices; 
however, this may not be an argument that we should welcome additional factors that contribute to the 
impact of external influences, especially if mainly some global players like Google, Amazon, Facebook, 
and Apple control this technology. 

In sum, one may say that if we let ourselves be reduced to mere implementers of AI suggestions and 
let us completely shut off from the rationale and reasons that underlie the AI’s recommendations, this 
will be a threat to autonomy. 
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6. Ways to handle smart machines  

The above consideration may sound as if I am drawn into cultural pessimism – but this is not the case. 
Thinking about what it means if we are increasingly outsourcing cognitive tasks and moving towards 
technological dependence can inform us to answer the question of what it means to live a good life in 
the age of smart machines. Presupposing that the preliminary findings we have on homogenization and 
deskilling concern a careless use of GenAI, we can develop suggestions that could counteract the 
consequences of careless use of AI tools. 

6.1 Minimizing the pollution of our text corpora 

To counteract the pollution of our text corpora, we might establish diverse practices to certify verified 
machine-generated text. For example, academic journals could come to an agreement that they only 
publish papers in which all the references are checked. Eventually, we could develop institutions that 
offer the service to certify references.  

It might also be an option to develop a cultural practice according to which one would emphasize 
and make it visible when a text is written by humans or at least verified by adequate expertise by 
introducing the distribution of watermarks, metadata identifications, cryptographic methods, or other 
techniques for proving provenance and authenticity of content.  

Turning to the discussed measures of potential regulations, we see that, for example, the EU AI act 
recommends labeling machine-generated text to counteract the decrease of integrity and trust of our 
information ecosystem in the Recital 133 from the EU-AI act: 

A variety of AI systems can generate large quantities of synthetic content that becomes 
increasingly hard for humans to distinguish from human-generated and authentic content. 
The wide availability and increasing capabilities of those systems have a significant impact 
on the integrity and trust in the information ecosystem, raising new risks of misinformation 
and manipulation at scale, fraud, impersonation and consumer deception. In light of those 
impacts, the fast technological pace and the need for new methods and techniques to trace 
origin of information, it is appropriate to require providers of those systems to embed 
technical solutions that enable marking in a machine readable format and detection that the 
output has been generated or manipulated by an AI system and not a human. Such 
techniques and methods should be sufficiently reliable, interoperable, effective and robust 
as far as this is technically feasible, taking into account available techniques or a 
combination of such techniques, such as watermarks, metadata identifications, 
cryptographic methods for proving provenance and authenticity of content, logging 
methods, fingerprints or other techniques, as may be appropriate. When implementing this 
obligation, providers should also take into account the specificities and the limitations of 
the different types of content and the relevant technological and market developments in 
the field, as reflected in the generally acknowledged state of the art. Such techniques and 
methods can be implemented at the level of the AI system or at the level of the AI model, 
including general-purpose AI models generating content, thereby facilitating fulfilment of 
this obligation by the downstream provider of the AI system. To remain proportionate, it is 
appropriate to envisage that this marking obligation should not cover AI systems 
performing primarily an assistive function for standard editing or AI systems not 
substantially altering the input data provided by the deployer or the semantics thereof. 
(European Commission 2024, EU-AI Act, Recital 133, available at 
https://artificialintelligenceact.eu/recital/133) 

 
Furthermore, one finds in Article 50 ‘Transparency obligations for providers and deployers of certain 

AI systems’ the following recommendation: 
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7. The AI Office shall encourage and facilitate the drawing up of codes of practice at Union 
level to facilitate the effective implementation of the obligations regarding the detection 
and labelling of artificially generated or manipulated content. (Regulation (EU) 2024/1689 
of the European Parliament and of the Council of 13 June 2024 Laying down Harmonised 
Rules on Artificial Intelligence and Amending Regulations, 2024) 

However, even if laws like this were implemented worldwide, which is not very probable, it would 
be nearly impossible to check who is following such laws. Therefore, it may be more effective to 
emphasize the value of verified texts more clearly, either by adding whether a machine-generated text 
has been verified by an expert or by making it explicit if a text has been written by a human author only, 
who takes responsibility for it. 

6.2 Avoiding homogenization of language and thinking  

It is difficult to imagine how one could avoid the homogenization effects as long as we observe an 
increasing use of GenAI in all aspects of life. However, one could hope that a cultural practice could be 
established that attributes special value to human-generated text. Furthermore, a fatigue effect could 
perhaps be developed, at least in view of the increasingly similar visual products that one encounters on 
social media, and thus may motivate us to search for human-made pictures.  

Or perhaps it would be conceivable that, instead of the few huge models of the main global players, 
there would be more and more diverse LLMs, including smaller models that differ significantly in terms 
of their training data. Nicolas Bauer (2025), for example, suggested that it may be an option to train 
(fine-tune) a version of an LLM on one’s original text, whereby the model could learn linguistic 
idiosyncrasies that writers like to use: “Instead of relying on the same version of ChatGPT, which will 
exhibit streamlined and homogeneous behavior, creating one’s own bot would benefit the variance of 
language produced in the future” (Bauer 2025, p. 25).  

When considering educational domains, it may be advisable to recommend the use of AI tools only 
after students have developed their own characteristic writing style. Furthermore, in the future, the 
assessment of exam performance could focus on creativity and originality, as well as the ability to 
explain content well orally. 

6.3 Minimizing Deskilling 

The main motivation for counteracting deskilling derives from the fact that human expertise is required 
to verify machine-generated results. In my opinion, this cannot be rendered obsolete by nearby assumed 
future advances in research as long as our systems are based on the current LLM's architecture. In 
addition, we cannot ignore that we naturally need human expertise in various domains to develop more 
advanced GenAI tools. These considerations may be taken as reasons to support the idea that cognitive 
offloading should only be practiced after the relevant cognitive abilities have been learned and should 
not be considered the standard procedure. Figuratively speaking, one could imagine that using cognitive 
abilities could be viewed similarly to how we keep our bodies functioning through exercise. 

6.4 Foster human influence in decision-making  

If we develop a more critical attitude towards careless GenAI use, outsourcing decision-making to AI 
systems may no longer be considered a desirable practice, and the discussion on rationales and reasons 
on which decisions are based could experience a vivid revival. This could be supported by further 
progress in research in the field of explainable AI, which aims to disclose the reasons behind decisions. 
However, here too, care must be taken to ensure that the explanations provided by the models really do 
refer to the criteria the AI tools developed through their pattern recognition. 
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7. Conclusion 

In this paper, I have examined the potential negative consequences of careless use of GenAI. Due to 
limitations in reliability and the resulting erroneous outputs of AI tools, which are not verified and 
corrected when used carelessly, our environment in which we search for information can become 
permanently polluted. This could even undermine the strategies we have used to date in finding reliable 
information, thus escalating into an epistemological crisis. In addition, I reported from initial studies 
showing that the widespread use of AI tools leads to homogenization of language and thinking. Last but 
not least, I also presented the first initial empirical results showing that frequent use of AI tools is 
associated with deskilling with respect to cognitive abilities.  

Although the use of AI tools can enhance individual performance, it can hinder the development of 
the cognitive skills necessary to verify AI tool outputs and foster critical thinking. This means that, 
especially in education, it seems important to place value on learning those cognitive abilities that can 
later be offloaded to AI tools. Dependence on AI is problematic because these systems are not always 
reliable, which makes it necessary to be able to verify the results.  

Finally, there are indications that humans are increasingly having less influence on many decision-
making processes, as over-reliance on AI tools leads to the practice that AI suggestions are simply 
followed without the reasons for these suggestions being accessible. Consequently, an increasing 
dependence on AI for decision-making could reduce human autonomy. And there is a risk that users 
will believe that AI recommendations reflect their own preferences without being actively involved in 
the decision-making process. 

However, if we establish practices that counteract careless use, we may develop strategies for 
handling smart machines that at least minimize the negative consequences described above. For 
example, establishing practices for certifying machine-generated texts could help maintain the integrity 
of our information ecosystem. Similarly, promoting appreciation for human-generated texts could 
counteract the homogenization of language and thought. It is also worth considering whether the use of 
AI tools should only be recommended after users have developed their own writing style. Last but not 
least, we should negotiate jointly on which areas we want to insist on promoting human influence in 
decisions. 
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